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Abstract
An extremely scalable lattice Boltzmann (LB) - cellular automaton (CA) model for simulations of two-dimensional (2D) dendritic solidification under forced convection is presented. The model incorporates effects of phase change, solute diffusion, melt convection, and heat transport. The LB model represents the diffusion, convection, and heat transfer phenomena. The dendrite growth is driven by a difference between actual and equilibrium liquid composition at the solid-liquid interface. The CA technique is deployed to track the new interface cells. The computer program was parallelized using Message Passing Interface (MPI) technique. Parallel scaling of the algorithm was studied and major scalability bottlenecks were identified. Efficiency loss attributable to the high memory bandwidth requirement of the algorithm was observed when using multiple cores per processor. Parallel writing of the output variables of interest was implemented in the binary Hierarchical Data Format 5 (HDF5) to improve the output performance, and to simplify visualization. Calculations were carried out in single precision arithmetic without significant loss in accuracy, resulting in 50% reduction of memory and computational time requirements. The presented solidification model shows a very good scalability up to centimeter size domains, including more than ten million of dendrites.
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1. Introduction
The microstructure and accompanying mechanical properties of the engineering components based on metallic alloys are established primarily in the process of solidification. In this process, the crystalline matrix of the solid material is formed according to morphology and composition of the crystalline dendrites growing from their nucleation sites in an undercooled melt. Among other processes, solidification occurs during casting and welding, which are commonly deployed in modern manufacturing. Therefore, understanding of the phenomena of solidification is vital to improve the strength and durability of the products that encounter casting or welding in the manufacturing process.

The phenomenon of dendrite growth during solidification has been the subject of numerous studies. When a new simulation technique is developed, the first and necessary step is to validate it by examining the growth of a single dendrite, or a small set of dendrites in a microscale specimen. If the model compares well with physical experiments, it can be deployed for simulating larger domains. Since the new techniques are initially implemented in serial computer codes, the size of the simulation domain is often limited by the memory and computational speed of a single computer. Despite the current advances in the large scale parallel supercomputing, only a handful of studies of larger, close-to-physical size solidification domains have been performed. Parallel simulations of the 3D den-
dendrite growth [1] have been performed utilizing the phase field model [2]. Improved, multigrid phase field schemes presented by Guo et al. [3] allow parallel simulations of tens of complex shape 2D dendrites in a simulation domain of up to 25 µm × 25 µm size. Shimokawabe et al. [4] deployed a modern heterogeneous GPU/CPU architecture to perform the first peta-scale 3D solidification simulations in a domain size of up to 3.1 mm × 4.8 mm × 7.7 mm. However, none of these models included convection.

For the solidification models incorporating effects of convection, lattice Boltzmann method (LBM) is an attractive alternative to the conventional, finite difference and finite element based fluid dynamics solvers. Among LBM advantages are simple formulation and locality, with locality facilitating parallel implementation.

In this work, the cellular automaton (CA) technique instead of a phase field model is deployed to track the solid-liquid interface, as suggested by Sun et al. [5]. Interface kinetic is driven by the local difference between actual and equilibrium liquid composition [6]. A serial version of the present LBM-CA model with a smaller number of dendrites was validated against theoretical and experimental results [7–11]. In the following, we demonstrate nearly ideal parallel scaling of the model up to millions of dendrites in centimeter size domains, including thermal, convection, and solute redistribution effects.

2. Continuum formulation for fluid flow, solute transport, and heat transfer

Melt flow is assumed to be incompressible, without external force and pressure gradient, governed by simplified Navier-Stokes equations (NSE)

\[ \rho \left( \frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} \right) = \nabla \cdot (\mu \nabla \mathbf{u}), \]

where the \( \mu = \nu \rho \) is the dynamic viscosity of melt.

Time evolution of the solute concentration in the presence of fluid flow is given by the convection-diffusion equation

\[ \frac{\partial C_1}{\partial t} + \mathbf{u} \cdot \nabla C_1 = \nabla \cdot (D_1 \nabla C_1), \]

where \( C_1 \) is the solute concentration in the liquid phase and \( D_1 \) is the diffusion coefficient of solute in the liquid phase. Solute diffusion in the solid phase is neglected.

Heat transfer in the presence of fluid flow is also governed by a convection-diffusion type (2) equation

\[ \frac{\partial T}{\partial t} + \mathbf{u} \cdot \nabla T = \nabla \cdot (\alpha \nabla T), \]

where \( T \) is the temperature, \( t \) is time, and \( \alpha \) is the thermal diffusivity.

3. Lattice Boltzmann method

The lattice Boltzmann method (LBM) [12–15] is a simulation technique for solving fluid flow and transport equations.

LBM treats the fluid as a set of fictitious particles located on a \( d \)-dimensional lattice. Primary variables of LBM are particle distribution functions \( f_i \). Particle distribution functions represent portions of a local particle density moving in the directions of discrete velocities. For a lattice representation \( \Delta q \), each point in the \( d \)-dimensional lattice link to neighboring points with \( \zeta \) links that correspond to velocity directions. We chose D2Q9 lattice, utilizing nine velocity vectors \( e_0 \ldots e_8 \) in two dimensions, as shown in Fig. 1. Distribution functions \( f_0 \ldots f_8 \) correspond to velocity vectors \( e_0 \ldots e_8 \). Using the collision model of Bhatnagar-Gross-Krook (BGK) [16] with a single relaxation time, the evolution of distribution functions is given by

\[ f_i(r + e_i \Delta \mathbf{r}, t + \Delta t) = f_i(r, t) + \frac{1}{\tau_u} (f_i^{eq}(r, t) - f_i(r, t)) \]

where \( r \) and \( t \) are space and time position of the lattice site, \( \Delta t \) is the time step, and \( \tau_u \) is the relaxation parameter for the fluid flow. Relaxation parameter \( \tau_u \) specifies how fast each particle distribution function \( f_i \) approaches its equilibrium \( f_i^{eq} \). Kinematic viscosity \( \nu \) is related to the relaxation parameter \( \tau_u \), lattice spacing \( \Delta x \), and simulation time step \( \Delta t \) by

\[ \nu = \frac{\tau_u}{3} \frac{\Delta x^2}{\Delta t} \]

The macroscopic fluid density \( \rho \) and velocity \( \mathbf{u} \) are obtained as the moments of the distribution function

\[ \rho = \sum_{i=0}^{8} f_i, \quad \rho \mathbf{u} = \sum_{i=0}^{8} f_i \mathbf{e}_i. \]

Depending on the dimensionality \( d \) of the modeling space and a chosen set of the discrete velocities \( \mathbf{e}_i \), the corresponding equilibrium particle distribution function can be found [17]. For the D2Q9 lattice, the equilibrium distribution function \( f_i^{eq} \), including the effects of convection \( \mathbf{u}(r) \), is

\[ f_i^{eq}(r) = \omega \rho(r) \left( 1 + \frac{3}{2} \mathbf{e}_i \cdot \mathbf{u}(r) \right) + \frac{9}{2} \left( \mathbf{e}_i \cdot \mathbf{u}(r) \right)^2 - \frac{3}{2} \mathbf{u}(r) \cdot \mathbf{u}(r), \]
with the lattice velocity \( c = \Delta x / \Delta t \) and the weights

\[
\begin{align*}
  w_i = \begin{cases} 
    4/9 & i = 0 \\
    1/9 & i = 1, 2, 3, 4 \\
    1/36 & i = 5, 6, 7, 8.
  \end{cases}
\end{align*}
\]  

Weakly compressible approximation of NSE (1) can be recovered from the LBM equations (4–8) by Chapman-Enskog expansion [18]. Approximation is valid in the limit of low Mach number \( M \), with a compressibility error in the order of \( \sim M^2 \) [13].

Deng et al. [19] formulated a BGK collision based LBM model for the convection-diffusion equation (2). In analogy with equation (5), the diffusivity \( D_i \) of solute in the liquid phase is related to the relaxation parameter \( \tau_c \) for the solute transport in the liquid phase, lattice spacing \( \Delta x \), and simulation time step \( \Delta t \) by

\[
D = \frac{\tau_c - 0.5 \Delta x^2}{\Delta t}. 
\]  

Similarly, thermal diffusivity \( \alpha \) is related to the relaxation parameter for the heat transfer \( \tau_r \) as follows

\[
\alpha = \frac{\tau_r - 0.5 \Delta x^2}{\Delta t}. 
\]  

Corresponding LBM equation for the solute transport is

\[
g_i(r + \Delta x, t + \Delta t) = g_i(r, t) + \frac{1}{\tau_c} \left( \frac{g_i(r, t) - g_i(r, t)}{\Delta t} \right), \tag{11}
\]  

and for the heat transfer

\[
h_i(r + \Delta x, t + \Delta t) = h_i(r, t) + \frac{1}{\tau_r} \left( \frac{h_i(r, t) - h_i(r, t)}{\Delta t} \right). \tag{12}
\]  

Macroscopic properties can be obtained from

\[
C_l = \sum_{i=0}^{8} g_i, \quad T = \sum_{i=0}^{8} h_i. \tag{13}
\]  

while the equilibrium distribution functions are

\[
g_{eq} = w_i C_l \left( 1 + 3 \frac{e_i \cdot u(r)}{c^2} + \frac{9 (e_i \cdot u(r))^2}{2 c^4} - \frac{3 u(r) \cdot u(r)}{2 c^2} \right) \tag{14}
\]

\[
h_{eq}(r) = w_i T(r). \tag{15}
\]  

In equation (15), the effect of fluid flow on the temperature is not considered.

4. Solidification

In the present model, the dendrite growth is controlled by the difference between local equilibrium solute concentration and local actual solute concentration in the liquid phase. If the actual solute concentration \( C_l \) in an interface cell is lower than the local equilibrium concentration \( C_{eq}^l \), then the fraction of solid in the interface cell is increased by

\[
\Delta f_i = (C_{eq}^l - C_l) / (C_{eq}^l (1 - k)), \tag{16}
\]

to satisfy the equilibrium condition at the interface [6]. The partition coefficient \( k \) of the solute is obtained from the phase diagram, and the actual local concentration of the solute in the liquid phase \( C_l \) is computed by LBM. The interface equilibrium concentration \( C_{eq}^l \) is calculated as [6]

\[
C_{eq}^l = C_0 + \frac{T^* - T_{eq}^l}{m_i} + \frac{\Gamma}{m_i} \Delta \cos (4(\phi - \theta_0)) \tag{17}
\]

where \( T^* \) is the local interface temperature computed by LBM, \( T_{eq}^l \) is the equilibrium liquidus temperature at the initial solute concentration \( C_0, m_i \) is the slope of the liquidus line in the phase diagram, \( \Gamma \) is the Gibbs-Thomson coefficient, \( \delta \) is the anisotropy coefficient, \( \phi \) is the growth angle, and \( \theta_0 \) is the preferred growth angle, both measured from the x-axis. \( K \) is the interface curvature and can be calculated as [20]

\[
K = \left[ \frac{\partial f_i}{\partial x} \right]^2 \frac{\partial^2 f_i}{\partial y^2} - \frac{\partial f_i}{\partial x} \frac{\partial^2 f_i}{\partial y \partial x} - \frac{\partial^2 f_i}{\partial y^2} \right]^{1/2}. \tag{18}
\]

The cellular automaton (CA) algorithm is used to identify new interface cells. The CA mesh is identical to the LB mesh. Three types of the cells are considered in the CA model: solid, liquid, and interface. Every cell is characterized by the temperature, solute concentration, crystallographic orientation, and fraction of solid. The state of each cell at each time step is determined from the state of itself and its neighbors at previous time step. The interface cells are identified according to Moore neighborhood rule—when a cell is completely solidified, the nearest surrounding liquid cells located in both axial and diagonal directions are marked as interface cells. The fraction of solid in the interface cells is increased by \( \Delta f_i \) at every time step until the cell solidifies. Then the cell is marked as solid.

During solidification, the solute partition occurs between solid and liquid and the solute is rejected to the liquid at the interface. The amount of solute rejected to the interface is determined using the following equation

\[
\Delta C_i = C(1 - k) \Delta f_i \tag{19}
\]

(15) Rejected solute is distributed evenly into the surrounding interface and liquid cells.

5. Test case

As a demonstration, Fig. 2 shows flow of the Al-3wt%Cu melt between solidifying dendrites in a changing temperature field. The simulation domain of 144 \( \mu m \times 144 \mu m \) size is meshed on a regular 480 \( \times \) 480 lattice with 0.3 \( \mu m \) spacing. At the beginning of the simulation, one hundred random dendrite nucleation sites with arbitrary crystallographic orientations are placed in a domain of undercooled molten alloy. Initially constant temperature of the melt was \( T = 921.27 \) K, equivalent to 4.53 K undercooling. Solidifying region is cooled at the front...
Figure 2: Flow of Al-3wt%Cu alloy melt between solidifying dendrites in variable temperature field. Solidifying region is cooled at the front and back boundaries, while heat is supplied from the left (inlet) and right (outlet) boundaries. Arrows represent velocity vectors of melt. Colors represent solute concentration. Both contour lines and height of the sheet represent temperature.

<table>
<thead>
<tr>
<th>Density $\rho$ (kg m$^{-3}$)</th>
<th>Diffusion coeff. $D$ (m$^2$ s$^{-1}$)</th>
<th>Dynamic viscosity $\mu$ (N s m$^{-2}$)</th>
<th>Liquidus slope</th>
<th>Partition coeff. $k$</th>
<th>Gibbs-Thomson coeff. $\Gamma$ (mK)</th>
<th>Degree of anisotropy $\delta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2475</td>
<td>3x10$^{-5}$</td>
<td>0.0024</td>
<td>-2.6</td>
<td>0.17</td>
<td>0.24x10$^{-4}$</td>
<td>0.6</td>
</tr>
</tbody>
</table>

Table 1: Physical properties of Al-3wt%Cu alloy considered in the simulations.

and back boundaries, while heat is supplied from the left (inlet) and right (outlet) boundaries at the rate of 100 K/m. Fig. 2 demonstrates that the dendrites grow faster in the regions with lower temperature and slower in the regions with higher temperature, as expected. The drag and buoyancy effects are ignored—the dendrites are stationary and do not move with the flow. The nonslip boundary condition at the solid/liquid interface is applied using the bounce-back rule for both fluid flow and solute diffusion calculations. Simplicity of the bounce back boundary conditions is an attractive feature of the LBM. At the bounce back boundary, the distribution functions incoming to the solid are simply reflected back to the fluid. This method allows efficient modeling of the interaction of fluid with complex-shaped dendrite boundaries. Total simulated time was 2.32 ms, involving 150,000 collision-update steps. The physical properties for the Al-Cu alloy considered in the simulations are listed in Table 1. The relaxation parameter $\tau_1 = 1$ was chosen for the fluid flow. With a lattice spacing of $\Delta x = 0.3 \mu$m, this leads to the time step of $\Delta t = 15.47$ ns. For the solute transport and temperature, the relaxation parameters were set according to their respective diffusivities to follow the same time step.

6. Serial optimization

Reducing accuracy of data representation together with corresponding reduction of computational cost present a simple option of saving computational time and storage resources [21]. Along with the default, double precision variables, we implemented an optional single precision data representation. This resulted in 50% reduction in memory and processing time requirements. Undesirable consequence of reducing accuracy was that the results in single precision representation differed significantly from double precision results. We found that the number of valid digits in single precision was not large enough to represent small changes in the temperature. To achieve better accuracy, we changed the temperature $T$ representation to a sum of $T_0$ and $\Delta T = T - T_0$, where $T_0$ is the initial temperature and $\Delta T$ is local undercooling. With this modification, a visual difference between results in single and double precision calculations was negligible.

Ordering of the loops over two dimensions of arrays has a profound impact on the computational time. In Fortran, matrices are stored in memory in a column-wise order, so the first index of an array is changing fastest. To optimize the cache use, the data locality needs to be exploited, thus the inner-most computational loop must be over the fastest changing array index. This can lead to reduction in computational time in the order-of-magnitudes. We chose to implement “propagation optimized” [22] storage of the distribution functions, where the first two array indices represent $x$ and $y$ lattice coordinates and the last index of the array represents the nine components of the distribution function. Further serial optimization, not considered in this work, could be achieved by combining collision and streaming steps, loop blocking [22, 23], or by elaborate improvements of propagation step [24].

The performance analysis of the code was done using HPC-T [25]. It revealed that some of the comparably computationally intensive loops introduced more computational cost
than others because not all the constants utilized in them were reduced to single precision. Consolidation of the constants into a single precision improved serial performance. Also, it was found that array section assignments in the form $a[1:len-1] = a[2:len]$ required temporary storage with an additional performance penalty. Significant reduction in computational time was achieved by replacing these assignments with explicit do loops.

7. Parallelization

A spatial domain decomposition was applied for parallelization. In this well-known, straightforward and efficient approach, the entire simulation domain is split into equally sized subdomains, with the number of subdomains equal to the number of execution cores. Each execution core allocates the data and performs computations in its own subdomain. Given the convenient locality of the LBM-CA model, only the values on the subdomain boundaries need to be exchanged between subdomains. MPI_Sendrecv calls were utilized almost exclusively for MPI communication. MPI_Sendrecv calls are straightforward to apply for the required streaming operation. They are optimized by MPI implementation and are more efficient than individual MPI_Send and MPI_Receive pairs, as they generate non-overlapping synchronous communication. Error-prone non-blocking communication routines are not expected to provide significant advantage, as most of the computations in the present algorithm can start only after communication is completed. As it was uncertain whether the gain from OpenMP parallelization within shared-memory nodes would bring a significant advantage over MPI parallelization, the hybrid MPI/OpenMP approach was not implemented.

7.1. Collision and streaming

LBM equations (4, 11, 12) can be split into two steps: collision and streaming. Collision, the operation on the right-hand-side, calculates new value of the distribution function. The collision step is completely local—it does not require values from the surrounding cells. Each execution core has the data it needs available, and no data exchange with neighboring subdomains is required.

The second step, assignment operation in equations (4, 11, 12), is referred to as streaming. Streaming step involves propagation of each distribution function to the neighboring cell. Except for the stationary $f_0$, each distribution function $f_i$ is propagated in the direction of the corresponding lattice velocity $e_i$ (for neighboring cells belonging to the computational subdomain of another execution core, the distribution functions are transferred to the neighboring subdomains using MPI communication routines). During the streaming step, permanent storage is allocated only for values from the local subdomain. When the streaming step is due, temporary buffers are allocated to store the data to be sent to (or received from) other execution cores. As an example, the streaming operations involving the distribution function $f_6$ on the execution core 5 are shown in Fig. A.6 in the Appendix.

7.2. Ghost sites

When calculation in a particular lattice cell needs values from the neighboring cells, the neighboring cells may belong to the computational subdomains of other execution cores. Therefore, the values needed may not be readily available to the current execution. To provide access to the data from other executions, an extra layer of lattice sites is introduced at the boundary with each neighboring subdomain. Values from these extra boundary layers, referred to as ghost layers, are populated from the neighboring subdomains. Population of the ghost sites is a common operation in parallel stencil codes. Fig. A.7 shows MPI communication involved when the ghost sites are populated for the execution core 5.

In the process of solidification, solute is redistributed from the solidifying cells to the neighboring cells. In this case, the ghost layers are used to store the amount of solute to be distributed to the neighboring subdomains. Only difference between this case and the simple population of ghost layers shown in Fig. A.7 is that the direction of data propagation is opposite.

7.3. Parallel input/output

As the size of the simulation domain increased, the storage, processing, and visualization of results required more resources. We implemented parallel writing of simulation variables in a HDF5 [26] format. Publicly available HDF5 library eliminated the need to implement low level MPI I/O routines. Data stored in the standard HDF5 format are straightforward to visualize using common visualization tools.

In the binary format, the data is stored without a loss in accuracy. Taking advantage of that, we also implemented capability of writing and reading restart files in HDF5 format. The restart files allow exact restart of the simulation from any time step, and also simplify debugging and data inspection.

8. Parallel performance

8.1. Computing systems

Kraken, located at Oak Ridge National Laboratory, is a Cray XT5 system managed by National Institute for Computational Sciences (NICS) at the University of Tennessee. It has 9,408 computer nodes, each with 16 GB of memory and two six-core AMD Opteron “Istanbul” processors (2.6 GHz), connected by Cray SeaStar2+ router. We found that the Cray compiler generated the fastest code on Kraken. Compilation was done under Cray programming environment version 3.1.72 with a Fortran compiler version 5.11, utilizing parallel HDF5 [26] library version 1.8.6, and XT-MPICH2 version 5.3.5. The compiler optimization flags “-O vector3 -O scalar3” were applied, with a MPICH_FAST_MEMCPY option set to enable optimized memcpy routine. Vectorization reports are provided with the code.

Talon, located at Mississippi State University, is a 3072 core cluster with 256 IBM iDataPlex nodes. Each node has two six-core Intel X5660 “Westmere” processors (2.8 GHz), 24 GB of RAM, and Voltaire quad data-rate InfiniBand (40 Gbit/s) interconnect. On Talon, Intel Fortran compiler version 11.1 was
utilized with “-O3 -shared-intel -mmodel=large -heap-arrays” options.

### 8.2. Scaling test configuration

Scalability of the code needs to be measured for the typical computational task. As one dendrite growth step is performed every 587 basic time steps of simulation, the minimal, 587 time step run was deployed as a performance test. At the beginning of simulation, dendrites are small and their growth represents only a small portion of the computational load. To measure the performance with characteristic computational load, we first grow the dendrites into a reasonable size in a so called “incubation region” (Fig. 3), and then store intermediate results needed for exact restart of simulation in the HDF5 files. The performance is then evaluated in the 587 time step execution starting from this configuration.

The incubation domain presents a flow of the Al-3wt%Cu melt between solidifying dendrites in spatially constant temperature field with periodic boundary conditions. The computational domain of 2.4 mm × 1.8 mm size is meshed on a regular 8000 × 6000 lattice with 3264 dendrite nucleation sites. Total incubation time was 6.19 ms, with 400,000 collision-update steps. Initial, spatially constant temperature of the melt was $T = 921.27 \text{ K}$, equivalent to 4.53 K undercooling. The temperature is decreasing at the constant cooling rate of 100 K/s.

### 8.3. Strong scaling

To characterize the gain from parallelization, one can compare the calculation time of the task of size (2D area) $A$ on one execution core with the calculation time on multiple cores, referred to as the strong scaling. Ideally, the task taking $T(1)$ seconds on one core should take $T(1)/p$ seconds on $p$ cores—that would mean speed up of $p$, or 100% parallel efficiency. Intuitively, the speed up is defined as

$$S(p,A) = \frac{T(1,A)}{T(p,A)} \quad (20)$$

For ideal parallel performance, $S(p,A) = p$. An efficiency,

$$\eta(p,A) = \frac{S(p,A)}{p} \times 100\% = \frac{T(1,A)}{pT(p,A)} \times 100\% \quad (21)$$

is the ratio between the actual speed up $S(p)$ and the ideal speed up $p$. Efficiency value is 100% for the ideal parallel performance.

Ideal performance is expected e.g. when the tasks solved by individual cores are independent. When the tasks to be solved by individual cores depend on each other, the efficiency usually decreases with the number of cores—when communication costs become comparable with computational costs, the efficiency goes down.

Fig. 4 shows the parallel speed up obtained for the domain of 8000 × 6000 lattice cells. Due to the high memory bandwidth requirement of the algorithm, an increase in the utilized number
The presented model of dendritic growth during alloy solidification, incorporating effects of melt convection, solute diffusion, and heat transfer, shows a very good parallel performance and scalability. It allows simulations of unprecedented, centimeter size domains, including ten millions of dendrites. The presented large scale solidification simulations were feasible due to 1) CA technique being local, highly parallelizable, and two orders of magnitude faster than alternative, phase-field methods [27], 2) local and highly parallelizable LBM method, convenient for simulations of flow within complex boundaries changing with time, and 3) availability of the extensive computational resources. The domain size and number of dendrites presented in the solidification simulation of this work are the largest known to the authors to date, particularly including convection effects. Although such large 2D domains may not be
necessary to capture a representative portion of a continuum structure, we expect that the outstanding scalability and parallel performance shown by the model will allow simulations of 3D microstructures with several thousands of dendrites, effectively enabling continuum-size simulations. A similar scalability study with a 3D version of the model [11] is currently under way and will be published shortly.
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Appendix A. MPI operations
Figure A.6: Streaming of the distribution function $f_0$ (diagonal, south-west direction). All operations performed by the execution core 5 are shown. Red colored regions are to be propagated, green colored are the destination regions. The buffer is allocated temporarily to store the data to be sent and received. Streaming in the horizontal (vertical) direction involves one local propagation, and, unlike in the diagonal direction, only one MPI send-receive operation that propagates horizontal (vertical) boundary lines. Each core determines the rank of source and destination execution individually using MPI Cartesian communicator.
Figure A.7: Populating the ghost values (green area of subfigure (a)) on the execution core 5. Each subdomain permanently stores an extra “ghost” layer of values to be received from (or to be sent to) the neighboring subdomains. Synchronously with receiving the data (recv), the execution core 5 sends the data (send) in the direction opposite to where the data is received from.
Program title: 2Ddend
Catalogue identifier: AEQZ_v1_0
Program summary URL: http://cpc.cs.qub.ac.uk/summaries/AEQZ_v1_0.html
Program obtainable from: CPC Program Library, Queen's University, Belfast, N. Ireland
No. of lines in distributed program, including test data, etc.: 29767
No. of bytes in distributed program, including test data, etc.: 3131367
Distribution format: tar.gz
Programming language: Fortran 90.
Computer: Linux PC and clusters.
Operating system: Linux.
Has the code been vectorised or parallelized?: Yes. Program is parallelized using MPI. Number of processors used: 1-50000
RAM: Memory requirements depend on the grid size
Classification: 6.5, 7.7.

External routines: MPI (http://www.mcs.anl.gov/research/projects/mpi/), HDF5 (http://www.hdfgroup.org/HDF5/)

Nature of problem:
Dendritic growth in undercooled Al-3wt%Cu alloy melt under forced convection.

Solution method:
The lattice Boltzmann model solves the diffusion, convection, and heat transfer phenomena. The cellular automaton technique is deployed to track the solid/liquid interface.

Restrictions:
Heat transfer is calculated uncoupled from the fluid flow. Thermal diffusivity is constant.

Unusual features:
Novel technique, utilizing periodic duplication of a pre-grown "incubation" domain, is applied for the scale up test.

Running time:
Running time varies from minutes to days depending on the domain size and a number of computational cores.