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ABSTRACT
The creation of wakes, with unique turbulence characteristics, downstream of turbines significantly increases the complexity of the boundary layer flow within a wind farm. In conventional wind farm design, analytical wake models are generally used to compute the wake-induced power losses, with different wake models yielding significantly different estimates. In this context, the wake behavior, and subsequently the farm power generation, can be expressed as functions of a series of key factors. A quantitative understanding of the relative impact of each of these factors is paramount to the development of more reliable power generation models; such an understanding is however missing in the current state of the art in wind farm design. In this paper, we quantitatively explore how the farm power generation, estimated using four different analytical wake models, is influenced by the following key factors: (i) incoming wind speed, (ii) land configuration, and (iii) ambient turbulence. The sensitivity of the maximum farm output potential to the input factors, when using different wake models, is also analyzed. The extended Fourier Amplitude Sensitivity Test (eFAST) method is used to perform the sensitivity analysis. The power generation model and the optimization strategy is adopted from the Unrestricted Wind Farm Layout Optimization (UWFLLO) framework. In the case of an array-like turbine arrangement, both the first-order and the total-order sensitivity analysis indices of the power output with respect to the incoming wind speed were found to reach a value of 99%, irrespective of the choice of wake models. However, in the case of maximum power output, significant variation (around 30%) in the indices was observed across different wake models, especially when the incoming wind speed is close to the rated speed of the turbines.
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INTRODUCTION

Wind energy is one of the fastest growing renewable energy. The energy from wind is generally harvested through wind farms, which can consist of hundreds of turbines. In practice, the power generated from a wind farm is always less than that by the sum of all installed turbines when operating as standalone entities. This power reduction is mainly attributed to the wake effect, which causes velocity deficits downstream of a turbine. In the case of wind farm design, wake models have been widely used to evaluate this wake-induced power reduction. The effectiveness of the power estimation of the concerned wind farm therefore relies on the accuracy and the reliability of the wake model used. To this end, an understanding of turbine wakes is crucial to the estimation of wind farm power generation.

Wind Farm Power Estimation

As the wind flows across a turbine, the available power generated can be given by

\[ P_0 = \frac{1}{2} \rho A U^3 \]  

where \( P_0 \) represents the available power generation; \( C_p \) is the power coefficient; \( \rho \) is the air density; \( A \) is the rotor swept area expressed as \( \pi D^2 \), where \( D \) is the rotor diameter; and \( U \) is the wind velocity immediately in front of the turbine. The IEC 61400-12-1 provides a standard approach to measure the power curve of a single turbine [1]. It is observed that the rotor diameter and the velocity immediately in front of the turbine are influential to the single turbine power output: the power available in a stream of wind flowing across a turbine is proportional to the area swept by the turbine rotor, as well as the cube of the velocity immediately in front of the turbine.

The case becomes extremely challenging when we estimate the power generation of a wind farm, in which the power generation of a wind farm depends on the power performance not only of each single turbine but of the complete wind farm. Various factors can influence the wind farm power output, such as turbine availability, electrical efficiency, curtailments, etc. [2]. Among those energy loss factors, the influence from the wake effect is undoubtedly significant. The creation of turbine wakes not only causes velocity deficits on downstream turbines, it also increases the complexity of the Atmospheric Boundary Layer (ABL) flow within a wind farm. Hence, the wind farm power generation is indirectly caused by the factors that regulate the behavior of turbine wakes. Generally, these factors can be classified into two categories: the natural factors and the design factors.

The natural factors are primarily the variation in wind conditions (including wind speed, wind shear, and ambient turbulence) at the concerned farm site (as reflected by the nature of wind), which are uncontrollable. In a real wind farm, the wind conditions can vary from one location to another; especially for a complex terrain case, the wind conditions can change dramatically over a short distance (e.g., 1 km) [3]. The design factors, such as turbine locations, turbine characteristics (e.g., rotor diameter, hub height), and land configuration (e.g., land area, land shape), are generally controllable or planned for the purpose of avoiding energy losses (particularly referred to the wake-induced energy loss) in the design of wind farms. These general knowledge, however, leads to several important specific questions, such as:

1. What is the relative impact of these factors?
2. Does the impact of these factors on the wind farm power output vary when using different wake models?
3. Is it the controllable factors or the uncontrollable factors that drive most of the variation of the wind farm power output?

An extensive Sensitivity Analysis (SA) of the wind farm power output to these two types of factors is performed in this paper, in seeking to address the above questions. A clear understanding of how sensitive the farm output to each input factor is also essential to improve the accuracy of wind farm power estimation. In this paper, we use four different analytical wake models, including the Jensen model, the Frandsen model, the Larsen model, and the Ishihara model, to examine how the impact of these factors vary with the choice of wake models.

Sensitivity Analysis in Wind Farm Design

Sensitivity analysis (SA) is the study of how the variation in the output of a model can be apportioned, qualitatively or quantitatively, to different sources of variation, and of how the given model depends upon the information fed into it [4,5]. For a given model, SA can help determine which of the input factors result in the most significant impact on the output of this model.

Some work has been done in the general area of sensitivity analysis with different aspects of wind farm dynamics to important factors. Rocklin and Constantinescu [6] presented an approach to estimate the adjoint sensitivity of wind power generation using numerical weather prediction (NWP) models. Osborn et al. [7] analyzed the sensitivity of wind development, in National Energy Modeling System (NEMS) to a series of assumptions that affect wind resource development. Rose and Hiskens [8] used trajectory sensitivities to quantify the effects of individual parameters on the dynamic behavior of wind turbine generators. Zack et al. [9] performed the ensemble sensitivity analysis of the wind speed forecast regarding changes in the prior values of atmospheric state variables. Capps et al. [10] evaluated the sensitivity of the energy production of a wind farm (southern California) to the variations in key turbine characteristics, including hub height, rated power, rotor diameter, and turbine characteristic incremental costs.

In this paper, we analyze the sensitivity of the wind farm output to the following key factors at the farm site level: (i) in-
coming wind speed, (ii) land configuration, (iii) nameplate capacity, and (iv) the ambient turbulence. Given that the addressed problem has a low number of input factors and requires a relatively high computational cost per system evaluation, a variance-based method, the extended Fourier Amplitude Sensitivity Test (eFAST), is used in this paper to perform the SA.

MODELS AND METHODS
Power Generation Model

The power generation model used in this paper is adopted from the Unrestricted Wind Farm Layout Optimization (UWFLO) framework [11]. This power generation model quantifies the wind farm power output as a function of turbine characteristics, turbine locations, and incoming wind conditions. The power output of each turbine is evaluated based on its order of encountering incoming wind flow. An influence matrix is created to determine if a turbine is affected by the wake effect. For a \( N \)-turbine wind farm, Turbine- \( j \) is in the influence of the wake created by Turbine- \( i \) if and only if

\[
\Delta x_{ij} < 0 \text{ and } \sqrt{(\Delta y_{ij})^2 + (\Delta H_{ij})^2} < \frac{D_{\text{wake,ij}}}{2},
\]

\[
\Delta x_{ij} = x_i - x_j, \quad \Delta y_{ij} = y_i - y_j, \quad \Delta H_{ij} = H_i - H_j
\]

where the single index \( i \) or \( j \) indicates the corresponding turbine number; \( x \) and \( y \) represent the turbine coordinates; \( H \) represents the hub height of the corresponding turbine; and \( D_{\text{wake,ij}} \) is the wake width (created by Turbine- \( i \)) at the location of Turbine- \( j \).

A generalized power curve is used to evaluate the power output of each turbine. This generalized power curve is scaled back to represent the approximated power response of a particular commercial turbine, using its specifications. In this case, the power generated from a single turbine \( (P) \) can be evaluated using the following equations [12]:

\[
P = \begin{cases} 
P_r \left( \frac{U-U_{\text{in}}}{U_r-U_{\text{in}}} \right), & \text{if } U_{\text{in}} < U < U_r \\ 1, & \text{if } U_r < U < U_{\text{out}} \\ 0, & \text{if } U_{\text{out}} < U \text{ or } U < U_{\text{in}} \end{cases}
\]

where \( P_r \) is the turbine rated capacity; \( U_{\text{in}}, U_{\text{out}}, \) and \( U_r \) are turbine’s cut-in, cut-out, and rated speeds, respectively; and \( P_r \) represents the polynomial fit for the generalized power curve.

Another feature of this model is that it uses a variable induction factor. According to the 1-D flow assumption, the induction factor \( a \) and the power coefficient \( C_P \) can be related by

\[
C_P = 4a(1-a)^2
\]

where the power coefficient can be expressed as a function of incoming wind speed and turbine characteristics, as given by

\[
C_P = \frac{P}{P_0} = \frac{P}{\frac{1}{2} \rho \pi D^2 U^3}
\]

Subsequent solution of the non-linear equation (Eq. 4) gives the induction factor for each turbine with estimated approaching wind conditions.

The Katic model [13] is used here to account for the wake merging. Partial wake overlapping is also uniquely accounted for. If Turbine- \( j \) is in the influence of multiple wakes created by \( K \) upstream turbines, the corresponding velocity deficit \( v_j \) is given by

\[
v_j = \sqrt{\sum_{k=1}^{K} \frac{A_{kj}}{A_j} (U_j - U_{kj})^2}
\]

where \( U_{kj} \) represents the wake speed (created by Turbine- \( k \)) at the location of Turbine- \( j \); and \( A_{kj} \) is the effective influence area of wake (created by Turbine- \( k \)) on Turbine- \( j \). If Turbine- \( j \) is completely in the wake of Turbine- \( k \), \( A_{kj} = A_j; \) otherwise, \( A_{kj} \) denotes the overlapping area between the wake of Turbine- \( k \) and Turbine- \( j \). Thereafter, the overall power output of a \( N \)-turbine wind farm, \( P_{\text{farm}} \), can be calculated as

\[
P_{\text{farm}} = \sum_{j=1}^{N} P_j
\]

The farm capacity factor, \( CF \), is used in this paper to quantify the power performance. The farm capacity factor is defined as the ratio of the actual power generation to the nameplate capacity of the farm site, which can be expressed as

\[
CF = \frac{P_{\text{farm}}}{P_{\text{NC}}}
\]

where \( P_{\text{NC}} \) is the nameplate capacity of the concerned wind farm.

Wake Models

Two types of wake models are commonly used in simulating flows inside a wind farm: (i) analytical and (ii) computational wake models. In the analytical wake model (as shown in Fig. 1), a set of analytical expressions are used to mathematically describe the behavior of turbine wakes. Although computational wake models use complete Computational Fluid Dynamics
model, the Prandtl’s mixing length theory is applied, and the wake flow is assumed to be incompressible, stationary and axisymmetric. The velocity deficit, depending on both the radial distance (\( r \)) and the downstream distance from the turbine (\( x \)), can be formulated as

\[
v = -\frac{U}{2} \left[ C_T A(x+x_0)^{-2} \right] \left( \frac{r}{D_{\text{eff}}} \right)^{\frac{3}{2}} \left[ 3c_1^2 C_T A(x+x_0)^{-\frac{1}{2}} \right]^{\frac{1}{2}} - \left( \frac{35}{2\pi} \right)^{\frac{3}{4}} \left( 3c_1^2 \right)^{\frac{1}{4}} \right]^{2}
\]

(11)

where \( A \) is the rotor swept area.

The wake growth in the Larsen model is given by

\[
D_{\text{wake}} = 2 \left( \frac{35}{2\pi} \right)^{\frac{1}{2}} \left( 3c_1^2 \right)^{\frac{1}{4}} \left[ C_T A(x+x_0)^{-\frac{1}{2}} \left\{ \frac{1}{2} \left[ 3c_1^2 C_T A(x+x_0)^{-\frac{1}{2}} \right]^{\frac{1}{2}} - \left( \frac{35}{2\pi} \right)^{\frac{3}{4}} \left( 3c_1^2 \right)^{\frac{1}{4}} \right]^{2} \right)
\]

(12)

where \( c_1 \) is a constant that represents the non-dimensional mixing length (related to the Prandtl’s mixing length); and \( x_0 \) is another constant that denotes the turbine’s position with respect to the applied coordinate system. The formulae used to estimate these two constants are given by [17]

\[
c_1 = \left( \frac{D_{\text{eff}}}{2} \right)^{\frac{3}{4}} \left( \frac{105}{2\pi} \right)^{-\frac{1}{2}} \left( C_T A x_0 \right)^{-\frac{1}{2}}
\]

(13)

\[
x_0 = \frac{9.5D}{\left( \frac{2R_9s}{D_{\text{eff}}} \right)^3 - 1}
\]

(14)

where \( D_{\text{eff}} \) is the effective rotor diameter given by

\[
D_{\text{eff}} = D \sqrt{\frac{1 + \sqrt{1 - C_T}}{2\sqrt{1 - C_T}}}
\]

(15)

and \( R_{9.5} \) represents the wake radius at a relative distance of 9.5 rotor diameters (9.5D) downstream from the turbine, which is defined as

\[
R_{9.5} = 0.5[ R_{nb} + \min(H, R_{nb}) ]
\]

(16)

where \( R_{nb} \) is an empirical expression related to the ambient turbulence (\( I_a \)),

\[
R_{nb} = \max(1.08D, 1.08D + 21.7D (I_a - 0.05))
\]

(17)
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### Frandsen Model

The Frandsen model adopted in the Storpark Analytical Model (SAM) is originally used to predict the wind speed deficit in large offshore wind farms with a rectangular site area and equal spacing of the wind turbines [18]. In this model, the turbine wake is assumed to have three impacting regimes. The wake growth in the first regime is given by

\[
D_{\text{wake}} = D \left( \beta^{k/2} + \alpha s \right)^{1/k}
\]

where the wake expansion parameter \( \beta \) is formulated as

\[
\beta = \frac{1 + \sqrt{1 - C_T}}{2} \left( \frac{D_{\text{eff}}}{D} \right)^2, \quad s = x/D \tag{18}
\]

where the parameter \( \alpha \) describes the initial wake expansion, and the value of \( k \) is 2 (square root shape) [18, 19]. For the velocity deficit, it is formulated as

\[
v = \frac{U}{2} \left( 1 \pm \sqrt{1 - \frac{A}{A_{\text{wake}}} C_T} \right) \tag{19}
\]

where \( A_{\text{wake}} \) is the effective influence area of the wake with respect to the wake width at the current location. In the “+” sign, the “+” applies to cases in which the induction factor \( a \leq 0.5 \), while the “−” applies to \( a > 0.5 \).

### Ishihara Model

The Ishihara model is developed using wind tunnel data for a scaled model of a Mitsubishi wind turbine [20]. The velocity profile of Ishihara model is assumed to have a Gaussian profile, and the velocity deficit is given by

\[
v = \frac{\sqrt{C_T} U}{32} \left( \frac{1.666}{k_1} \right)^2 \left( \frac{x}{D} \right)^p \exp \left( -\frac{r^2}{D_{\text{wake}}^2} \right) \tag{20}
\]

where the wake growth is formulated as

\[
D_{\text{wake}} = \frac{k_1 C_T}{0.833} D^{1-2} x^2 \tag{22}
\]

The parameter \( p \) is a function of two forms of turbulence, as given by

\[
p = k_2 (I_a + I_w) \tag{23}
\]

where \( I_a \) and \( I_w \) represent the ambient turbulence and the turbine-induced turbulence, respectively. The turbine-induced turbulence can be expressed as

\[
I_w = \frac{k_3 C_T}{\max(I_a, 0.03)} \left\{ 1 - \exp \left[ -4 \left( \frac{x}{10D} \right)^2 \right] \right\} \tag{24}
\]

Here, the coefficients \( k_1, k_2, \) and \( k_3 \) are respectively set to 0.27, 6.0, and 0.004 as found in the literature [20, 21].

### The Extended Fourier Amplitude Sensitivity Test

The Extended Fourier Amplitude Sensitivity Test (eFAST) developed by Saltelli and Bolado [22] is a variance-based SA method. This method is based on the original FAST method [23–26]. In the original FAST method, the input factors of a model are transformed into a frequency domain by Fourier transformation. Thus, a multi-dimensional model is reduced into a single dimension. For a model with \( m \) input factors, \( X_1, X_2, \ldots, X_m \), the output of the model, \( Y \), can be expressed as

\[
Y = f(X_1, X_2, \ldots, X_m) \tag{25}
\]

By assigning a frequency \( \omega_i \), each input factor can be transformed into a frequency domain spanned by a scalar \( s \), as follows

\[
X_i = G_i(\sin \omega_i s); \quad i = 1, 2, \ldots, m \tag{26}
\]
Therefore, the model output can be represented by its expectation, \( E(Y) \), which can be approximated as

\[
E(Y) = \frac{1}{2\pi} \int_{-\pi}^{\pi} f(s) ds
\]  

(27)

where \( f(s) = f(x_1(s), x_2(s), \ldots, x_n(s)) \). By using the properties of Fourier series [23], an approximation of the variance of the output, \( s^2_Y \), can be given by

\[
s^2_Y = \frac{1}{2\pi} \int_{-\pi}^{\pi} f^2(s) ds - [E(Y)]^2
\]

\[
\approx 2 \sum_{j=1}^{\infty} (A_j^2 + B_j^2)
\]  

(28)

where

\[
A_j = \frac{1}{2\pi} \int_{-\pi}^{\pi} f(s) \cos js ds
\]

(29)

\[
B_j = \frac{1}{2\pi} \int_{-\pi}^{\pi} f(s) \sin js ds
\]  

(30)

The first-order indices provide a way to rank individual input factors on the basis of their contribution to the variance of the output. They are computed by evaluating the \( A_j \) and \( B_j \) for the fundamental frequency \( \omega_0 \) and its higher harmonics denoted by \( p\omega_0 \) for \( p = 1, 2, \ldots, \infty \). Hence, the conditional variance \( s^2_{Y/X_i} \) can be approximated by

\[
s^2_{Y/X_i} \approx 2 \sum_{p=1}^{\infty} (A_{p\omega_0}^2 + B_{p\omega_0}^2)
\]  

(31)

Since the Fourier amplitudes decrease as the value of \( p \) increases: \( s^2_{Y/X_i} \) can thus be further approximated by

\[
s^2_{Y/X_i} = 2 \sum_{p=1}^{M} (A_{p\omega_0}^2 + B_{p\omega_0}^2)
\]  

(32)

where \( M \) is the maximum harmonic, and is normally taken to be 4 or 6 [25]. Therefore, the first-order indices denoted by \( S_i \) are calculated as the ratio of the conditional variance of each input factor to the variance of the output \( (s^2_Y) \), as given by

\[
S_i = \frac{s^2_{Y/X_i}}{s^2_Y}
\]  

(33)

The primary advantage of the eFAST method over the original FAST is its ability to deal with the total-order indices of the input factors, which includes the interactions between the input factors of any order. The basic idea behind the computation of the total-order indices by the eFAST method is to consider the frequencies that do not belong to the set \{ \( p_1\omega_0, p_1\omega_2, \ldots, p_m\omega_m \) \} for \( p_i = 1, 2, \ldots, \infty \) and \( \omega_i = 1, 2, \ldots, m \). Here, we use \( \neq i \) to represent all except \( i \) [4]. By doing so, the conditional variance, \( s^2_{Y/X_{pi}} \), can be expressed as

\[
s^2_{Y/X_{pi}} = 2 \sum_{p=1}^{M} (A_{p\omega_{pi}}^2 + B_{p\omega_{pi}}^2)
\]  

(34)

Therefore, the total-order indices are given by

\[
S_{TO} = 1 - \frac{s^2_{Y/X_{pi}}}{s^2_Y}
\]  

(35)

**Mixed-Discrete Particle Swarm Optimization**

The sensitivity of the maximum potential farm output to the key input factors is also analyzed in this paper. To maximize the farm output, we use the Mixed-Discrete Particle Swarm Optimization (MDPSO) algorithm developed by Chowdhury et al. [27]. One prominent advantage that the MDPSO algorithm has over a conventional PSO algorithm is that it has the diversity preservation capability to prevent premature stagnation of particles. The basic steps of the advanced algorithm are summarized as

\[
x_{i+1} = x_i + v_{i+1}
\]

(36)

\[
v_{i+1} = \alpha v_i + \beta_1 r_1 (p_i - x_i) + \beta_3 r_2 (p_g - x_i)
\]

(37)

where \( x_i \) and \( v_i \) represent the position and the velocity of the \( i^{th} \) particle at the \( t^{th} \) generation, respectively; \( r_1, r_2, \) and \( r_3 \) are random numbers between 0 and 1; \( p_i \) is the best candidate solution found for the \( i^{th} \) particle; \( p_g \) is the best candidate solution for the entire population (swarm); \( \alpha, \beta_1, \) and \( \beta_3 \) are user defined constants that are respectively associated with inertial weight, exploitation, and exploration; \( \gamma \) is the diversity preservation coefficient that is evaluated adaptively as a function of the prevailing diversity in the population at the concerned iteration. This diversity preservation coefficient is scaled using an user defined parameter, \( \eta_i \). The last term in Eq. 37 decelerates the motion of particles towards \( p_g \), i.e., the global best, thereby maintaining diversity and preventing premature convergence.

Such an explicit diversity preservation operator is often necessary for solving complex optimization problems that involve
multimodal criterion functions and a large number of design variables, as is the case with the maximization of the farm output presented in this paper. Further discussion of the estimation of the population diversity and the formulation of the diversity coefficient $\gamma$ can be found in Ref. [27, 28].

**TABLE 2.** GE 1.5xle Turbine [29]

<table>
<thead>
<tr>
<th>Specifications</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rated capacity</td>
<td>1500 kW</td>
</tr>
<tr>
<td>Cut-in</td>
<td>3.5 m/s</td>
</tr>
<tr>
<td>Cut-out</td>
<td>20 m/s</td>
</tr>
<tr>
<td>Rated speed</td>
<td>11.5 m/s</td>
</tr>
<tr>
<td>Rotor diameter</td>
<td>82.50 m</td>
</tr>
<tr>
<td>Swept Area</td>
<td>5346 m$^2$</td>
</tr>
<tr>
<td>Hub height</td>
<td>80 m</td>
</tr>
</tbody>
</table>

**FIGURE 2.** An array-like farm layout with 12 GE 1.5-82.5 turbines

**SENSITIVITY ANALYSIS OF WIND FARM OUTPUT**

In this paper, the sensitivity of wind farm output (the estimated farm power generation and the farm capacity factor) to a series of input factors of the wind farm power generation model is analyzed. Specifically, these input factors include (i) incoming wind speed ($U$), (ii) ambient turbulence ($I_a$), (iii) LAMI ($A_{MW}$), and (iv) LAR ($a_r$). A set of 1000 sample input points are generated within the specified ranges as shown in Table 3. The incoming wind speed is ranged from the turbine cut-in speed ($3.5 \text{ m/s}$) to the turbine cut-out speed ($20 \text{ m/s}$). The LAMI is specified using the following formula [30]

$$10 \frac{D^2}{P_r} < A_{MW} < 30 \frac{D^2}{P_r} \text{ for } P_{NC} \in (10P_r, 50P_r)$$

(38)

where $P_{NC}$ represents the nameplate capacity of the concerned farm site. Since the wind farm has a rectangular shape, it is assumed that its short side has a minimum length of $1.5D$. Based on the range of LAMI specified in Eq. 38, the upper bound and the lower bound of LAR are 20 and 0.075, respectively. Finally, the ambient turbulence is ranged from 1% to 25%. This range is set based on the measured data used in the literature as well as in the IEC 61400-1 standard.

Totally, there are 12 GE 1.5-82.5 turbines installed on the farm site maintaining an array-like layout of $3 \times 4$ or $4 \times 3$. The wind farm is divided into 12 identical sub-rectangles, and each turbine is located at the center of each sub-rectangle. The area of each sub-rectangle is regulated by the Land Area per Turbine (LAT), $A_T$ which is given by

$$10D^2 < A_T < 30D^2$$

(39)

Two numerical experiments are conducted to perform the sensitivity analysis, and GE 1.5-82.5 turbines are used. The turbine specifications are listed in Table 2.

A few assumptions are made for both the numerical experiments:

- the wind farm has a rectangular shape.
- the incoming wind is unidirectional (from left to right as shown in Fig. 2).
- identical turbines are installed.
- the incoming wind speed is uniformly distributed over the entire rotor area.
- the ambient turbulence over the farm site is constant everywhere.

In the following subsections, we perform the sensitivity analysis (i) of the estimated power generation for a grid-like turbine array and (ii) of the optimized wind farm output, i.e., the maximum farm capacity factor.

**Numerical Experiment I: Wind Farm Power Estimation of an array-like Farm Layout**

This experiment analyzed the sensitivity of the estimated farm power output to four input factors, including (i) incoming wind speed ($U$), (ii) ambient turbulence ($I_a$), (iii) LAMI ($A_{MW}$), and (iv) LAR ($a_r$). A set of 1000 sample input points are generated within the specified ranges as shown in Table 3. The incoming wind speed is ranged from the turbine cut-in speed ($3.5 \text{ m/s}$) to the turbine cut-out speed ($20 \text{ m/s}$). The LAMI is specified using the following formula [30]
TABLE 3. List of input factors of the power generation model.

<table>
<thead>
<tr>
<th>Input</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Region I</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Incoming wind speed</td>
<td>3.5 m/s</td>
<td>10.35 m/s</td>
</tr>
<tr>
<td>Ambient turbulence</td>
<td>1%</td>
<td>25%</td>
</tr>
<tr>
<td>Land Area per MW Installed</td>
<td>45,000 m²/MW</td>
<td>135,000 m²/MW</td>
</tr>
<tr>
<td>Land aspect ratio</td>
<td>0.1</td>
<td>20</td>
</tr>
<tr>
<td>Nameplate capacity</td>
<td>15 MW</td>
<td>75 MW</td>
</tr>
</tbody>
</table>

Hence, the length \((l)\) and the width \((w)\) of each sub-rectangle can be calculated as

\[
l = \sqrt{A_T a_r} \\
w = \sqrt{A_T / a_r}
\]  

(40)

Based on the typical nature of a turbine power curve, the incoming wind speed is divided into three regions as given in Table 3. The first region is below the turbine’s rated speed, where the power output is highly sensitive to incoming wind speed variations. The second region is a transient region, which ranges from 10% below the turbine’s rated speed to 10% above the rated speed. In this transient region, based on the degree of the wake losses the power output may be highly or weakly sensitive to the incoming wind speed variations. In the third region, the power output is weakly/not sensitive to incoming wind speed variations. Therefore, the sensitivity analysis focuses on the first two regions.

Numerical Experiment II: Wind Farm Power Estimation of an Optimal Farm Layout

In the second numerical experiment, a set of 1000 sample input points are generated to analyze the sensitivity of the optimized farm output. In addition to the previous four input factors, the nameplate capacity \((P_{NC})\) is selected as a new added input factor in this case. Since identical turbines are used, the number of turbines to be installed can be readily determined if the nameplate capacity is given. Based on Eq. 38, the nameplate capacity is varied from \(10P_r\) to \(50P_r\) (Table 3), which makes the number of turbines vary from from 10 to 50.

Two cases, Region I and Region II, as specified for the incoming wind speed in the first numerical experiment, are optimized in this experiment. For each case, a set of 1000 sample input factors are generated with the specified range as shown in Table 3. For each combination of the sample input factors, the turbine locations are optimized using the MDPSO algorithm in order to reach a maximum farm output (farm capacity factor). The wind farm layout optimization problem is formulated as follow:

\[
\begin{align*}
\text{max} & \quad f(\vec{X}, \vec{Y}) \\
\text{subject to} & \quad g(\vec{X}, \vec{Y}) \leq \epsilon \\
& \quad X_{\min} \leq X_i \leq X_{\max} \\
& \quad Y_{\min} \leq Y_i \leq Y_{\max} \\
& \quad i = 1, 2, \ldots, N
\end{align*}
\]  

(41-43)

where \(N\) is the number of turbines; \(f(\vec{X}, \vec{Y})\) is the objective function of the farm output; and \(\epsilon\) denotes the constraint tolerance which is set to \(1.0e^{-6}\). Since farm power generation depends on the number of turbines, the farm capacity factor is used as the objective.
Eq. 42 represents the constraint that the minimum spacing (from hub to hub) between any pair of turbines should not be less than $2D$, which is defined in $g(\vec{X}, \vec{Y})$ as follows:

$$g(\vec{X}, \vec{Y}) = \sum \max \{(d_{ij} - 2D), 0\}, \quad i, j = 1, 2, \ldots, N, \text{ and } i \neq j$$

where

$$d_{ij} = \sqrt{(X_i - X_j)^2 + (Y_i - Y_j)^2}$$

Eq. 43 defines the boundary of the farm site, which is regulated using LAMI, LAR, and $N$, as given by

$$X_{\text{min}} = 0$$  \hspace{1cm} (45)
$$Y_{\text{min}} = 0$$
$$X_{\text{max}} = \sqrt{NP_A_{MW}a_r}$$
$$Y_{\text{max}} = \sqrt{NP_A_{MW}/a_r}$$

Results and Discussion

The sensitivity measures for the power output of an array-like wind farm In this experiment, we analyze the sensitivity of the estimated power output of an array-like farm with two different layouts, $3 \times 4$ and $4 \times 3$, respectively. Table 5 lists the sensitivity measures for the case with a $3 \times 4$ layout. In Region I (the incoming wind speed ranges from 3.5 to 10.35 m/s), the incoming wind speed has a decisive impact on the wind farm power output. Both the first-order and the total-order indices of the incoming wind speed reach approximately 99%, irrespective of the choice of wake models. For incoming wind speed variation in Region II, there is a reduction in the relative impact of incoming wind speed. Particularly in the results obtained by the Ishihara model, the first-order index of the incoming wind speed reduces to 89%, while the total-order index reduces to 94%. This is mainly attributed to the consideration of turbine-induced turbulence in this model. Nevertheless, wind farm power output remains significantly sensitive to the incoming wind speed in Region II.

For the case with a $4 \times 3$ layout, more turbines located downstream might be in the wakes created by upstream turbines. The results of this case are shown in Table 6. It is observed that the
TABLE 6. Sensitivity measures for the estimated power output of 4 × 3 layout

<table>
<thead>
<tr>
<th>Wake model</th>
<th>Input</th>
<th>Region I</th>
<th>Region II</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>first-order</td>
<td>total-order</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jensen</td>
<td>Incoming wind speed $U$</td>
<td>0.9990</td>
<td>0.9999</td>
</tr>
<tr>
<td></td>
<td>Ambient turbulence $I_a$</td>
<td>0.0000</td>
<td>0.0011</td>
</tr>
<tr>
<td></td>
<td>Land area per MW installed $A_{MW}$</td>
<td>0.0000</td>
<td>0.0005</td>
</tr>
<tr>
<td></td>
<td>Land aspect ratio $a_r$</td>
<td>0.0000</td>
<td>0.0005</td>
</tr>
<tr>
<td>Frandsen</td>
<td>Incoming wind speed $U$</td>
<td>0.9989</td>
<td>0.9999</td>
</tr>
<tr>
<td></td>
<td>Ambient turbulence $I_a$</td>
<td>0.0001</td>
<td>0.0012</td>
</tr>
<tr>
<td></td>
<td>Land area per MW installed $A_{MW}$</td>
<td>0.0000</td>
<td>0.0005</td>
</tr>
<tr>
<td></td>
<td>Land aspect ratio $a_r$</td>
<td>0.0000</td>
<td>0.0005</td>
</tr>
<tr>
<td>Larsen</td>
<td>Incoming wind speed $U$</td>
<td>0.9968</td>
<td>0.9984</td>
</tr>
<tr>
<td></td>
<td>Ambient turbulence $I_a$</td>
<td>0.0014</td>
<td>0.0031</td>
</tr>
<tr>
<td></td>
<td>Land area per MW installed $A_{MW}$</td>
<td>0.0000</td>
<td>0.0007</td>
</tr>
<tr>
<td></td>
<td>Land aspect ratio $a_r$</td>
<td>0.0001</td>
<td>0.0007</td>
</tr>
<tr>
<td>Ishihara</td>
<td>Incoming wind speed $U$</td>
<td>0.9986</td>
<td>0.9978</td>
</tr>
<tr>
<td></td>
<td>Ambient turbulence $I_a$</td>
<td>0.0001</td>
<td>0.0003</td>
</tr>
<tr>
<td></td>
<td>Land area per MW installed $A_{MW}$</td>
<td>0.0015</td>
<td>0.0015</td>
</tr>
<tr>
<td></td>
<td>Land aspect ratio $a_r$</td>
<td>0.0001</td>
<td>0.0007</td>
</tr>
</tbody>
</table>

sensitivity measures are basically the same as those in the case with 4 × 3 layout. This indicates that, as long as the farm layout pattern is fixed, the power output is primarily dependent on the natural factor, the incoming wind speed, rather than the design factors, such as LAMI and LAR (the reflective of turbine spacing).

The sensitivity measures in Region III are not considered. This is because the incoming wind speed in Region III is higher than the turbine’s rated speed. Even though turbines are in the wakes created by upstream turbines, they can still operate at their rated capacities. Therefore, the power output is likely to show no/very small variance.

The sensitivity measures for the maximum farm output potential In this experiment, we analyze how the input factors affect the maximum farm capacity factor. The sensitivity measures for the maximum farm output are shown in Table 7. In Region I, the incoming wind speed provides the dominant impact on the maximum capacity factor. However, the relative impact of other input factors vary with the choice of wake models. The sensitivity measures obtained by using the Larsen model and the Ishihara model show that the ambient turbulence has a certain influence due to the consideration of ambient turbulence intensity in both of these two wake models. In the Jensen model, the nameplate capacity has a relatively high influence on the farm output, compared to other input factors.

In Region II, since the small range of the incoming wind speed causes limited variation of the individual turbine power output, other input factors influence the optimized farm output. Given that the Frandsen model predicts the highest wake speed among all of these four wake models [31], it yields the highest values of both the first-order and the total-order indices of the incoming wind speed, which are 92% and 97%, respectively. The ambient turbulence also has a strong impact illustrated by the results when using the Larsen model and the Ishihara model. Especially in the case of the Ishihara model, it is observed that both of the first-order and the total-order indices of the ambient turbulence are somewhat similar to those of the incoming wind speed, which are approximately 51% and 68%, respectively.

It is also important to note that, as the wake model accounts for more inputs (specifically refers to the turbulence in this paper), the sum of the total-order indices becomes larger. This im-
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### Table 7: Sensitivity measures for the maximum farm output potential

<table>
<thead>
<tr>
<th>Wake model</th>
<th>Input</th>
<th>Region I</th>
<th>Region II</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>first-order</td>
<td>total-order</td>
</tr>
<tr>
<td>Jensen</td>
<td>Incoming wind speed(U)</td>
<td>0.9885</td>
<td>0.9931</td>
</tr>
<tr>
<td></td>
<td>Ambient turbulence(I_a)</td>
<td>0.0001</td>
<td>0.0011</td>
</tr>
<tr>
<td></td>
<td>Land area per MW installed(A_{MW})</td>
<td>0.0038</td>
<td>0.0075</td>
</tr>
<tr>
<td></td>
<td>Land aspect ratio(a_r)</td>
<td>0.0008</td>
<td>0.0034</td>
</tr>
<tr>
<td></td>
<td>Nameplate capacity(NC)</td>
<td>0.2535</td>
<td>0.5571</td>
</tr>
<tr>
<td>Frandsen</td>
<td>Incoming wind speed(U)</td>
<td>0.9950</td>
<td>0.9973</td>
</tr>
<tr>
<td></td>
<td>Ambient turbulence(I_a)</td>
<td>0.0000</td>
<td>0.0003</td>
</tr>
<tr>
<td></td>
<td>Land area per MW installed(A_{MW})</td>
<td>0.0012</td>
<td>0.0032</td>
</tr>
<tr>
<td></td>
<td>Land aspect ratio(a_r)</td>
<td>0.0004</td>
<td>0.0020</td>
</tr>
<tr>
<td></td>
<td>Nameplate capacity(NC)</td>
<td>0.0012</td>
<td>0.0032</td>
</tr>
<tr>
<td>Larsen</td>
<td>Incoming wind speed(U)</td>
<td>0.9838</td>
<td>0.9892</td>
</tr>
<tr>
<td></td>
<td>Ambient turbulence(I_a)</td>
<td>0.0167</td>
<td>0.0259</td>
</tr>
<tr>
<td></td>
<td>Land area per MW installed(A_{MW})</td>
<td>0.0012</td>
<td>0.0042</td>
</tr>
<tr>
<td></td>
<td>Land aspect ratio(a_r)</td>
<td>0.0016</td>
<td>0.0046</td>
</tr>
<tr>
<td></td>
<td>Nameplate capacity(NC)</td>
<td>0.0021</td>
<td>0.0058</td>
</tr>
<tr>
<td>Ishihara</td>
<td>Incoming wind speed(U)</td>
<td>0.9864</td>
<td>0.9914</td>
</tr>
<tr>
<td></td>
<td>Ambient turbulence(I_a)</td>
<td>0.0170</td>
<td>0.0276</td>
</tr>
<tr>
<td></td>
<td>Land area per MW installed(A_{MW})</td>
<td>0.0027</td>
<td>0.0048</td>
</tr>
<tr>
<td></td>
<td>Land aspect ratio(a_r)</td>
<td>0.0022</td>
<td>0.123</td>
</tr>
<tr>
<td></td>
<td>Nameplate capacity(NC)</td>
<td>0.0036</td>
<td>0.0082</td>
</tr>
</tbody>
</table>

The table shows the sensitivity measures for the maximum farm output potential for various wake models and input factors. The sensitivity measures are given as first-order and total-order indices for both Region I and Region II.

**CONCLUSION**

In this paper, we explore the sensitivity of the estimated farm output to five key input factors. By applying the eFAST method, both the first-order and the total-order indices of the input factor impact on the wind farm output can be obtained. We found that if the farm layout is given, the incoming wind speed has a decisive impact on the farm output, irrespective of the choice of wake models. Additionally, the farm output is also sensitive to the incoming wind speed if the incoming wind speed is lower than the turbine rated speed. However, if the incoming wind speed varies within the range close to the turbine’s rated speed (±10% of the rated speed), the optimized farm output becomes more sensitive to design factors, such as the land configuration (LAMI and LAR) and the number of turbines installed.

Moreover, the relative impact of these input factors is strongly dependent on the choice of wake models, especially for wind speeds close to the rated speed. As seen from the Region II column of Table 7, the first-order index of the incoming wind speed reached approximately 92% under the Frandsen model, and only 52% under the Ishihara model. Similarly in Region II, the total-order index of the incoming wind speed under the Frandsen model reached 97%, as opposed to a mere 69% under the Ishihara model.
Overall, the sensitivity analysis of the power output of both the array-like and the optimized wind farm provides valuable information for the development of high fidelity wake models. Based on the sensitivity measures of each input factor, the accuracy and the reliability of the wake model can be improved with respect to those factors. We also found that the total impact of the natural factors, i.e., the incoming wind speed and the ambient turbulence, drive most of the variance in the farm output. This implies that an accurate wind resource assessment is absolutely crucial to wind farm planning. When the averaged wind speed is close to the turbine’s rated speed, the design factors (land configuration and nameplate capacity) have a relatively important impact on the performance of a wind energy project.
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